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Abstract. We study here the three-dimensional motion of an elastic structure immersed in
an incompressible viscous fluid. The structure and the fluid are contained in a fixed bounded
connected set Ω. We show the existence of a weak solution for regularized elastic deformations
as long as elastic deformations are not too important (in order to avoid interpenetration and
preserve orientation on the structure) and no collisions between the structure and the boundary
occur. As the structure moves freely in the fluid, it seems natural (and it corresponds to many
physical applications) to consider that its rigid motion (translation and rotation) may be large.

The existence result presented here has been announced in [4]. Some improvements have been
provided on the model: the model considered in [4] is a simplified model where the structure
motion is modelled by discoupled and linear equations for the translation, the rotation and the
purely elastic displacement. In what follows, we consider on the structure a model which rep-
resents the motion of a structure with large rigid displacements and small elastic perturbations.
This model, introduced by [15] for a structure alone, leads to coupled and nonlinear equations
for the translation, the rotation and the elastic displacement.
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1. Introduction and equation of the motion

On the elastic structure, we have a rigid motion combined with an elastic motion
with small deformations. More precisely, the lagrangian flow XS is defined by

XS(t, 0, y) = a(t) + Q(t)(y − g0) + Q(t)ξ(t, y), ∀ y ∈ ΩS(0), ∀ t ∈ [0, T ], (1.1)

where ΩS(0) is an open regular set which represents the initial domain occupied by
the structure, g0 is the center of mass of the solid at time t = 0, a the translation
of the structure, Q ∈ SO3(R) the rotation of the structure and ξ the elastic
deformation of the structure. The vector XS(t, 0, y) gives the position at time t of
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the particle located in y at initial time. We suppose that
∫

ΩS(0)

ρ0
S(y)ξ(t, y) dy = 0,

∫

ΩS(0)

ρ0
S(y)ξ(t, y) ∧ (y − g0) dy = 0, (1.2)

where ρ0
S is the density of the solid at time t = 0 which satisfies

0 < M1 ≤ ρ0
S ≤ M2 on ΩS(0),

where M1 and M2 are two positive constants. These conditions mean that the
elastic motion is orthogonal to the infinitesimal translations and rotations.

We also define the lagrangian velocity US by

US(t, y) = ∂tXS(t, 0, y), ∀ y ∈ ΩS(0),∀ t ∈ [0, T ]

= ȧ(t) + ω(t) ∧ Q(t)(y − g0 + ξ(t, y)) + Q(t)∂tξ(t, y),

where the rotation velocity vector ω is defined in R
3 by

∀ t ∈ [0, T ], ∀x ∈ R
3, Q′(t)Q(t)−1x = ω(t) ∧ x.

The lagrangian flow defines at each time the structure domain and the fluid do-
main. Let us denote

ΩS(t) = XS(t, 0,ΩS(0)) and ΩF (t) = Ω \ ΩS(t),

which represent respectively the domain occupied by the structure at time t and
the domain occupied by the fluid at time t. Moreover, we suppose that the elastic
deformations are small enough to get an invertible flow from ΩS(0) onto ΩS(t) (this
hypothesis of smallness will be satisfied by our solution). Thus, we can define the
eulerian velocity uS by

uS(t, x) = ∂tXS(t, 0,XS(0, t, x)), ∀x ∈ ΩS(t),∀ t ∈ [0, T ], (1.3)

where XS(0, t, ·) denotes the inverse of XS(t, 0, ·). By this way, uS can be expressed
with respect to a, Q and ξ:

∀t ∈ [0, T ], ∀x ∈ ΩS(t), uS(t, x) = ȧ(t)+ω(t)∧ (x−a(t))+Q(t)∂tξ(t,XS(0, t, x)).

As the flow is invertible, we can also define

XS(t, s, x) = XS(t, 0,XS(0, s, x)), ∀x ∈ ΩS(s),∀ t, s ∈ [0, T ].

The vector XS(t, s, x) gives the position at time t of the particle located in x at
time s.

On the fluid domain, we have an eulerian point of view: let uF be the eulerian
velocity of the fluid. At last, we denote u the global eulerian velocity on Ω and X
the associated lagrangian flow.

The unknowns of our problem are a, Q or ω the corresponding rotation velocity
vector, ξ, uF , ρF the density of the fluid and p the pressure of the fluid.

The motion of the fluid is described by the incompressible viscous Navier–
Stokes equations and the evolution of the fluid density is governed by the mass
conservation law:

ρF (∂tuF + (uF · ∇)uF ) − div σF = 0 on ΩF (t), (1.4)
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div uF = 0 on ΩF (t), (1.5)

∂tρF + div (ρF uF ) = 0 on Ω. (1.6)

The tensor σF denotes the Cauchy stress tensor in the fluid and is defined by

σF = 2νεx(u) − p Id,

where ν > 0 is the viscosity of the fluid and εx(u) = 1
2

(
∇xu + ∇xut

)
is the

symmetric part of the gradient of u.
We introduce the sets

E =

{
ψ ∈ H3(ΩS(0))3

/∫

ΩS(0)

ρ0
Sψ dy = 0,

∫

ΩS(0)

ρ0
Sψ ∧ (y − g0) dy = 0

}
(1.7)

and

Y =

{
ψ ∈ E

/
∀r ∈ R

3,

∫

ΩS(0)

ρ0
S(r ∧ (y − g0)) · (r ∧ (y − g0 + ψ)) > 0

}
. (1.8)

In our case, in order to avoid instantaneous collisions or interpenetrations, we
need a regularization on the equation describing the structure motion: we add a
regularizing term in order to get ξ in W 1,∞(0, T ;H3(ΩS(0)))3. The motion of the
structure is then given by the following weak formulation:

∫ T

0

∫

ΩS(0)

ρ0
S(y)∂2

t XS(t, 0, y) · V (t, y) dy dt + ǫ

∫ T

0

(
∂2

t ξ, ∂tη
)
H3(ΩS(0))

dt

+

∫ T

0

∫

ΩS(0)

Σ2
E(ξ) : εy (∂tη) =

∫ T

0

∫

∂ΩS(t)

(σF nx) · V (t,XS(0, t, x)) dγx dt,

(1.9)

for all V such that, ∀ (t, y) ∈ [0, T ] × ΩS(0)

V (t, y) = ḃ(t) + r(t) ∧ (Q(t)(y − g0 + ξ(t, y))) + Q(t)∂tη(t, y), (1.10)

with b ∈ W 1,∞(0, T )3, r ∈ L∞(0, T )3 and η ∈ W 1,∞(0, T ; E). If ξ(t) belongs to Y,
we notice that the writing of V is unique.

We have denoted Σ2
E the second Piola–Kirchhoff tensor in the solid which is

given by

Σ2
E(ξ) = λtr(εy(ξ))Id + 2µεy(ξ),

with λ, µ the Lamé constants of the elastic media such that λ + 2µ > 0. Mo-
reover, the vector nx is the outward unit normal to ∂ΩS(t) at point x and ǫ is
a fixed positive real number. This formulation is introduced in [15] and [20] to
which we refer for explanations on the derivation of this model. This model cor-
responds to the motion of a structure with large rigid displacements and small
elastic perturbations.

As it is done in these works in two space dimension, we can deduce from (1.9)
the separate equations for the translation, rotation and elastic deformation in three
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space dimension: taking successively V equal to ḃ, r(t) ∧ (Q(t)(y − g0 + ξ(t, y)))
and Q(t)∂tη(t, y), we obtain the following equations:

mä =

∫

∂ΩS(t)

σF nx dγx, (1.11)

d

dt
(Jω) −

∫

ΩS(0)

ρ0
S(Q∂tξ ∧ (ω ∧ Q(y − g0 + ξ)))

+

∫

ΩS(0)

ρ0
SQ(y − g0 + ξ) ∧ (ω ∧ Q∂tξ)

+

∫

ΩS(0)

ρ0
SQ

(
ξ ∧ ∂2

t ξ
)

=

∫

∂ΩS(t)

(x − a(t)) ∧ (σF nx) dγx,

(1.12)

and, for each η ∈ W 1,∞(0, T ; E), we have:
∫ T

0

∫

ΩS(0)

ρ0
S∂2

t ξ · ∂tη + 2

∫ T

0

∫

ΩS(0)

ρ0
S

(
Q−1ω ∧ ∂tξ

)
· ∂tη

+ ǫ

∫ T

0

(
∂2

t ξ, ∂tη
)
H3(ΩS(0))

dt +

∫ T

0

∫

ΩS(0)

ρ0
S

(
Q−1ω̇ ∧ ξ

)
· ∂tη

+

∫ T

0

∫

ΩS(0)

ρ0
S(Q−1ω ∧ (Q−1ω ∧ (y − g0 + ξ))) · ∂tη

+

∫ T

0

∫

ΩS(0)

Σ2
E(ξ) : εy (∂tη) =

∫ T

0

∫

∂ΩS(t)

(σF nx) · (Q(t)∂tη(t,XS(0, t, x))) .

(1.13)

Equations (1.11), (1.12) and (1.13) are equivalent to the global formulation (1.9).
This model is valid as long as ξ(t) belongs to Y. Here m is the mass of the solid.
The matrix J is the inertia tensor related to the center of mass. It is defined by:
∀ t ∈ [0, T ], ∀ω, r ∈ R

3,

J(t)ω · r =

∫

ΩS(t)

ρS(t, x)(ω ∧ (x − a(t))) · (r ∧ (x − a(t))) dx.

The density of the solid at time t is denoted ρS and satisfies

ρS(t, x) = det ∇XS(0, t, x)ρ0
S(XS(0, t, x)), ∀x ∈ ΩS(t), ∀ t ∈ [0, T ].

Thus equivalently, ∀ t ∈ [0, T ], ∀ω, r ∈ R
3,

J(t)ω·r=
∫

ΩS(0)

ρ0
S(y)(ω∧Q(t)(y−g0+ξ(t, y)))·(r∧Q(t)(y−g0+ξ(t, y))) dy. (1.14)

At last, we assume that the fluid adheres to the external boundary and that
the velocity u is continous on the interface. So, we have the following boundary
condition:

uF (t, x) = ȧ(t) + ω(t) ∧ (x − a(t)) + Q(t)∂tξ(t,XS(0, t, x)), ∀x ∈ ∂ΩS(t), (1.15)

uF (t, x) = 0, ∀x ∈ ∂Ω. (1.16)
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The problem is to be completed by the initial conditions:

a(0) = g0, ȧ(0) = a1, ω(0) = ω0, Q(0) = Id, uF (0, ·) = u0
F on ΩF (0), (1.17)

ξ(0, ·) = 0, ∂tξ(0, ·) = ξ1 on ΩS(0) and ρF (0, ·) = ρ0
F χΩF (0) on Ω, (1.18)

where ξ1 ∈ E , ρ0
F ∈ L∞(Ω) and u0

F ∈ L2(ΩF (0))3 satisfy compatibility conditions:
∫

∂ΩS(0)

ξ1(y) · Ny dy = 0, 0 < M3 ≤ ρ0
F ≤ M4 on ΩF (0), div u0

F = 0 on ΩF (0),

(1.19)

u0
F · n = (a1 + ω0 ∧ (y − g0) + ξ1) · n on ∂ΩS(0), u0

F · n = 0 on ∂Ω. (1.20)

The vector Ny denotes the outward unit normal to ∂ΩS(0) at point y. As explained
in the following remark, the first condition of (1.19) results from the incompressi-
bility property of the fluid.

Remark 1.1. Due to the continuity condition on the velocities, we have for each
x ∈ ∂ΩS(t),

uF (t, x) = ȧ(t) + ω(t) ∧ (x − a(t)) + Q(t)∂tξ(t,XS(0, t, x)).

The incompressibility hypothesis on uF implies that
∫

∂ΩS(t)

uF · nx dγx = 0 (since uF = 0 on ∂Ω).

Thus, this implies a compatibility condition on ξ:
∫

∂ΩS(t)

(Q(t)∂tξ(t,XS(0, t, x))) · nx dγx = 0

expressing that the global volume of the solid has to be constant.

The existence of weak solution in the case of rigid structures has been studied by
[8], [10], [13], [14], [16], [17] and [26] for incompressible or compressible fluids (this
list of references is by no means exhaustive; we also refer to papers quoted therein).
In the case of elastic structure, [11] deals with elastic deformations given by a linear
combination of a finite number of modes and the model is valid for infinitesimal
rigid displacements. Recently, [9] proved a local existence and regularity result
for a structure with pure elastic displacements immersed in a fluid. For studies
dealing with an incompressible fluid and an elastic plate occupying a part of the
fluid domain boundary, we refer to [1] and [6].

Remark 1.2. We could also regularize the elastic displacement by adding a visco-
sity term in the elasticity equation in order to have ξ ∈ H1(0, T ;H3(ΩS(0)))3 (for
instance, we could replace ǫ

(
∂2

t ξ, ∂tη
)
H3(ΩS(0))

by ǫ (∂tξ, ∂tη)H3(ΩS(0)) in (1.9)).

With this choice of regularization, the proof is completely similar to what is pre-
sented here.
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Remark 1.3. In our study, the regularizing term in the structure equation is an
abstract term which is necessary to our study. However, it is worth noting that
these kinds of stress tensors with high order spatial derivatives are naturally intro-
duced in the theory of multipolar materials. This theory is built on fundamentals
of classical continuum thermodynamics. We refer to [23] and [24] for a description
of these materials.

2. Auxiliary results

2.1. Regularity result on Stokes problem

Definition 2.1. We will say that a bounded domain Ω is a set with a Wm,k

boundary if, for each point x ∈ ∂Ω, there exists a neighbourhood U of x, a neigh-
bourhood V of 0 and a Wm,k-diffeomorphism Ψ : V 7→ U such that

Ψ(0) = x, Ψ(Γ0(V)) = ∂Ω ∩ U , Ψ(V+) = Ω ∩ U ,

with
Γ0(V) = V ∩

{
(x′, xN ) ∈ R

N−1 × R
/
xN = 0

}

and
V+ = V ∩

{
(x′, xN ) ∈ R

N−1 × R
/
xN > 0

}
.

We now give a regularity result on Stokes problem. Let us notice that it does
not require the classical hypothesis of smoothness (for instance C2 regularity).

Proposition 2.2. Let Ω be a bounded set of R
3 with a H3 boundary. Let f ∈L2(Ω)3,

g ∈ H1(Ω) and uΓ ∈ W
3
2 (∂Ω)3 be given such that

∫

∂Ω

uΓ · nxdγx =

∫

Ω

g dx .

Then the problem




−∆u + ∇p = f on Ω,

div u = g on Ω,

u = uΓ on ∂Ω,

(2.1)

has a unique solution (u, p) ∈ H2(Ω)3 × H1(Ω)/R. Moreover,

‖u‖H2(Ω) + ‖p‖H1(Ω)/R ≤ C(‖f‖L2(Ω) + ‖g‖H1(Ω) + ‖uΓ‖
H

3
2 (∂Ω)

), (2.2)

where C is a constant depending only on Ω.

Proof. This proposition derives from a result of [2] which is given for domains with
W 2,∞ regularity. We adapt this result for less regular open sets. For complemen-
tary explanations, we refer to [5]. First, we consider an arbitrary domain Ω with
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a W 2,∞ boundary and we localize the problem. We follow the proof of [2]: we
consider k open sets Ui introduced in Definition 2.1 such that ∂Ω ⊂ ⋃

1≤i≤k Ui.

Next, we define a family θi for 0 ≤ i ≤ k of functions belonging to C∞(R3) such
that

0 ≤ θi ≤ 1,

k∑

i=0

θi = 1 in R
3,

supp θi is a compact set, supp θi ⊂ Ui, ∀ 1 ≤ i ≤ k,

supp θ0 ⊂ R
3 \ ∂Ω and θ0

∣∣
Ω
∈ C∞

c (Ω).

If Ω is a domain with a W 2,∞ boundary, we show complementary estimates by
resuming the proof of [2]: as (u, p) solution of (2.1) belongs to H2(Ω) × H1(Ω),
we prove that:

‖θiu‖H2(U+

i
) + ‖θip‖H1(U+

i
) ≤ C

(
‖f‖L2(Ω) + ‖g‖H−1(Ω)

)
, (2.3)

where C depends only on the norms of the diffeomorphisms Ψi in W 2,6(Vi) (so this
inequality does not involve norms in W 2,∞(Vi)). This estimate is shown thanks
to a change of variable where we express the Stokes system on Vi and next, we
use the translation method. It consists in working with test functions in the weak
formulation written on V+

i of the following type :

δh
kv(x) =

v(x + hek) − v(x)

h
,

where the vectors ek are the element of the canonical basis. As estimate (2.3) needs
only the regularity of Ψi in W 2,6(Vi) we are then able to weaken the hypothesis
of regularity of the domain. ¤

2.2. Differentiability of the solution of Stokes problem with respect to

the domain

Here, we give a differentiation result with respect to time for a Stokes problem
defined on a moving domain. For the general presentation of the method of diffe-
rentiation, one can see the papers [21] and [22]. The following proposition can be
proven by following the arguments of [3].

Proposition 2.3. Let XD be a function belonging to W 1,∞(0, T ;H3(Ω)) such
that, for all t ∈ [0, T ], XD(t, 0, ·) is a diffeomorphism in H3(Ω).

For each t ∈ [0, T ], we denote ΩS(t) = XD(t, 0,ΩS(0)). Let uS(t) be defined
on ΩS(t) for all t ∈ [0, T ]. We assume that, for all t ∈ [0, T ],

uS(t) = uS(t, ·) ∈ H1(ΩS(t)) and

∫

∂ΩS(t)

uS(t, x) · nx dγ(x) = 0.



8 M. Boulakia JMFM

We also assume that the variations in time of uS are regular enough:

∀ t ∈ [0, T ], ∂t(uS(t,XD(t, 0, ·))) ∈ H1(ΩS(0)).

We define, for all t ∈ [0, T ], the extension uS,p(t) of uS(t) to Ω as the solution on

ΩF (t) = Ω \ ΩS(t) of the Stokes problem





−∆uS,p(t) + ∇p(t) = 0 on ΩF (t),

div uS,p(t) = 0 on ΩF (t),

uS,p(t) = 0 on ∂Ω ∩ ∂ΩF (t),

uS,p(t) = uS(t) on ∂ΩS(t) ∩ ∂ΩF (t).

Then, the mapping

(0, T ) 7→ L2(Ω)

uS,p : t 7→ uS,p(t)

is differentiable and its derivative denoted by US,p is defined by

US,p(t, x) = ∂t(uS,p(t,XD(t, 0, ·))) ◦ XD(0, t, x) − (uD(t, x) · ∇)uS,p(t, x), (2.4)

where uD is the eulerian velocity associated to XD. Moreover, US,p is solution of
the following Stokes problem:





−∆US,p(t, x) + ∇P (t, x) = 0 on ΩF (t),

div US,p(t, x) = 0 on ΩF (t),

US,p(t, x) = 0 on ∂Ω ∩ ∂ΩF (t),

US,p(t, x) = US(t, x) + v(t, x) on ∂ΩS(t) ∩ ∂ΩF (t),

where US is defined for all t ∈ [0, T ] on ΩS(t) by (2.4) replacing uS,p by uS and:

v = (uD · ∇) (uS,p − uS) = (uD · n)(∇(uS,p − uS) · n).

2.3. Condition for injectivity

The following lemma gives a sufficient condition for injectivity. One can find the
proof of this result in [7].

Lemma 2.4. Let Ω be a domain in R
3. There exists a real e0 > 0 depending only

on Ω such that, for all φ in W 1,∞(Ω)3 satisfying:

‖∇φ − Id‖L∞(Ω) ≤ e0,

φ is injective on Ω.
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3. Variational formulation and main result

We look for a solution (u, ρF , a, Q, ξ) such that:

• u ∈ L∞(0, T ;L2(Ω))3 ∩ L2(0, T ;H1
0 (Ω))3, ρF ∈ L∞((0, T ) × Ω); (3.1)

• The flow corresponding to u is defined on Ω and satisfies on ΩS(0):

X(t, 0, y) = a(t) + Q(t)(y − g0) + Q(t)ξ(t, y), with a ∈ W 1,∞(0, T )3,

Q ∈ W 1,∞(0, T ;SO3(R)), ξ ∈ W 1,∞(0, T ; E); (3.2)

• div u = 0 on ΩF (t); (3.3)

• The density ρF satisfies the continuity equation:{
∂tρF + div (ρF u) = 0 on Ω,

ρF (0) = ρ0
F χΩF (0) on Ω.

(3.4)

We introduce now the concept of variational weak solution. Let V be the space of
test functions:

V =
{

v ∈ H1(0, T ;H1
0 (Ω))3 / v(T ) = 0, div v(t, ·) = 0 on ΩF (t),

v(t, x) = ḃ(t) + r(t) ∧ (x − a(t)) + Q(t)∂tη(t,XS(0, t, x)) on ΩS(t),

with b ∈ H2(0, T )3, r ∈ H1(0, T )3, η ∈ H2(0, T ; E)
}

,

(3.5)

where E is defined by (1.7).

Definition 3.1. We will say that (ρF , u) is a weak solution of (1.4) to (1.6) and
(1.11) to (1.18) if the conditions (3.1)–(3.4) are satisfied and if the following equa-
lity holds, ∀ v ∈ V:

m

∫ T

0

ȧ · b̈ dt+

∫ T

0

(Jω) · ṙ dt+

∫ T

0

∫

ΩS(0)

ρ0
S(Q∂tξ ∧ (ω∧Q(y−g0+ξ))) · r dy dt

−
∫ T

0

∫

ΩS(0)

ρ0
SQ(y − g0 + ξ) ∧ (ω ∧ Q∂tξ) · r dy dt

−
∫ T

0

∫

ΩS(0)

ρ0
SQ

(
ξ ∧ ∂2

t ξ
)
· r dy dt +

∫ T

0

∫

ΩS(0)

ρ0
S∂tξ · ∂2

t η dy dt

− 2

∫ T

0

∫

ΩS(0)

ρ0
S

(
Q−1ω ∧ ∂tξ

)
· ∂tη dy dt −

∫ T

0

∫

ΩS(0)

ρ0
S

(
Q−1ω̇ ∧ ξ

)
· ∂tη dy dt

−
∫ T

0

∫

ΩS(0)

ρ0
S(Q−1ω∧(Q−1ω∧(y−g0+ξ)))·∂tη dy dt+ǫ

∫ T

0

(
∂tξ, ∂

2
t η

)
H3(ΩS(0))

dt

−
∫ T

0

∫

ΩS(0)

Σ2
E(ξ) : εy(∂tη) dy dt +

∫ T

0

∫

Ω

ρF u · ∂tv dx dt

+

∫ T

0

∫

Ω

(ρF u ⊗ u) : ∇v dx dt − 2ν

∫ T

0

∫

ΩF (t)

εx(u) : εx(v) dx dt
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=− ma1 · ḃ(0)−(J(0)ω0)·r(0)−
∫

ΩS(0)

ρ0
Sξ1 ·∂tη(0, ·) dy−ǫ

(
ξ1, ∂tη(0, ·)

)
H3(ΩS(0))

−
∫

ΩF (0)

ρ0
F u0

F · v(0, ·) dy.

Remark 3.2. A classical solution which satisfies system (1.4) to (1.6) and (1.11)
to (1.18) is a weak solution in the sense of Definition 3.1. On the other hand, a
simple calculation shows that if (ρF , u) is a smooth weak solution, then (ρF , u) is
a classical solution satisfying equations (1.4) to (1.6) and (1.11) to (1.18).

Remark 3.3. We can notice that the space of test functions depends on the so-
lution itself. This is one of the major difficulties of the fluid-structure interaction
problems. One usually solves this difficulty using a fixed point argument.

The rest of the paper is devoted to the proof of the following theorem:

Theorem 3.4. Let ξ1 ∈ E , u0
F ∈ L2(ΩF (0))3, ρ0

F ∈ L∞(Ω), a1 ∈ R
3 satisfying

(1.19)–(1.20). We suppose that d(∂ΩS(0), ∂Ω) > 0. Then there exists T ∗ > 0
depending only on the data and ǫ such that there exists at least one weak solution
of (1.4) to (1.6) and (1.11) to (1.18) in the sense of Definition 3.1 defined on
(0, T ∗). Moreover, this solution is defined until T given by

T = sup{t > 0/ ξ(t) ∈ Y, d(t) > 0, γ(t) > 0 and XS(t, 0, ·) one-to-one},
where

d(t) = d(∂ΩS(t), ∂Ω) and γ(t) = inf
y∈ΩS(0)

|det∇XS(t, 0, y)| .

At last, this solution satisfies the energy estimate

1

2

∫

ΩS(0)

ρ0
S(y) |∂tXS(t, 0, y)|2 dy

1

2

∫

ΩF (t)

ρF (t, x) |u(t, x)|2 dx

+
1

2
ǫ ‖∂tξ‖2

H3(ΩS(0)) +
1

2

∫

ΩS(0)

Σ2
E(ξ)(t, y) : εy(ξ)(t, y) dy

+ 2ν

∫ t

0

∫

ΩF (s)

|εx(uF (s, x))|2 dxds ≤ E0,

(3.6)

where E0 is the initial energy defined by:

E0 =
1

2

∫

ΩS(0)

ρ0
S |a1 + ω0 ∧ (y − g0) + ξ1|2 dy +

1

2

∫

ΩF (0)

ρ0
F |u0

F |2 dy

+
1

2
ǫ
∥∥ξ1

∥∥2

H3(ΩS(0))
.

Let d0 > 0, γ0 > 0 and δ > 0 be small fixed constants. Up to now, we consider
a time T > 0 such that, for each (a, ω, ξ) satisfying the energy inequality (3.6), we
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have:

∀ t ∈ [0, T ], d(t) > d0, γ(t) > γ0, ξ(t) ∈ Yδ, (3.7)

where the set Yδ is defined for all δ > 0 by:

Yδ =

{
ψ ∈ E

/
∀r ∈ R

3,

∫

ΩS(0)

ρ0
S(r∧ (y−g0)) · (r∧ (y−g0 +ψ)) > δ‖r‖2

}
. (3.8)

This time T is greater than a strictly positive constant depending on the data, ǫ,
d0, γ0 and δ. This assertion is true thanks to the regularizing term: if (a, ω, ξ)
satisfies (3.6), for t ≤ T with some T > 0, ξ(t) belongs to Yδ, and as XS is bounded
in W 1,∞(0, T ;L2(ΩS(0)))3, a is bounded in W 1,∞(0, T )3 and ω is bounded in
L∞(0, T )3. Thus, finally, XS is bounded in W 1,∞(0, T ;W 1,∞(ΩS(0)))3. This
implies that collisions or solid interpenetration can not occur instantaneously.

4. Representation of velocities

The goal of this section is to represent any u satisfying conditions (3.1) to (3.4) by
velocities defined on fixed reference domains. Here, we adapt the method of [11].

Suppose that we have (wF , a,Q, ξ1) such that

• wF ∈ Y 0 with Y 0 defined by:

Y 0 = L∞(0, T ;L2(ΩF (0)))3 ∩ L2(0, T ;V (ΩF (0)))

with V (ΩF (0)) = {w ∈ H1
0 (ΩF (0))3 /div w = 0 on ΩF (0)};

(4.1)

• (a,Q, ξ1) ∈ Y 1
κ where κ equals to (κ1, κ2, κ3) and Y 1

κ is defined by:

Y 1
κ =

{
(a,Q, ξ1) ∈ W 1,∞(0, T )3 × W 1,∞(0, T ;SO3(R)) × W 1,∞(0, T ; E)

/

‖a−g0‖L∞(0,T )≤κ0, ‖Q−Id‖L∞(0,T )≤κ1, ‖ξ1‖L∞(0,T ;H3(ΩS(0)))3 ≤κ2

}
.

The positive real numbers κ0, κ1 and κ2 will be defined later.
Let (a,Q, ξ1) be given in Y 1

κ . We can define a flow XS by (1.1). A priori, this
flow is not compatible with an incompressible fluid velocity: indeed, we have shown
in Remark 1.1 that the coupling implies a compatibility condition on ξ which is
not automatically satisfied by an arbitrary elastic deformation. Therefore, we
add in the definition of the flow a term of dilation or compression of the solid
volume which will balance the volume variations due to elastic deformations. Let
η ∈ H3(ΩS(0))3 be a lifting of the unit outward normal on ∂ΩS(0). We can always
suppose that η ∈ E . Then, we define XS by:

XS(t, 0, y) = a(t) + Q(t)(y − g0) + Q(t)(ξ1(t, y) + λ(t)η(y)), ∀ y ∈ ΩS(0), (4.2)

where λ(t) is such that, for each t ∈ [0, T ],
∫

ΩS(0)

det ∇XS(t, 0, y) dy=

∫

ΩS(0)

det (Id+∇ξ1(t, y) + λ(t)∇η(y)) dy = vol(ΩS(0)).
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If the flow XS(t, 0, ·) is invertible from ΩS(0) to ΩS(t) := XS(t, 0,ΩS(0)), for each
t ∈ [0, T ], this condition is equivalent to the conservation of the global volume of
the solid domain. Thanks to the following lemma, the parameter λ is well defined
for ξ1 small enough:

Lemma 4.1. There exists ρ1 > 0 and ρ2 > 0 and a mapping

φ : B(0, ρ2) ⊂ H3(ΩS(0))3 7→ B(0, ρ1) ⊂ R,

such that, for each ξ1 ∈ B(0, ρ2), there exists a unique λ = φ(ξ1) ∈ B(0, ρ1)
satisfying

∫

ΩS(0)

det(Id + ∇ξ1(y) + λ∇η(y))) dy = vol(ΩS(0)). (4.3)

Proof. To prove this result, we apply the implicit function theorem on the function

H3(ΩS(0))3 × R 7→ R

f : (ξ1, λ) 7→
∫

ΩS(0)

det (Id + ∇ξ1(y) + λ∇η(y)) dy.

The function f is of class C1 on a neighbourhood of (0, 0). We notice that:

f(0, 0) = vol(ΩS(0)) and

∂λf(0, 0) =

∫

ΩS(0)

div η(y) dy =

∫

∂ΩS(0)

η(y) · Ny dγy = a(∂ΩS(0)) > 0,

where a(∂ΩS(0)) denotes the area of ∂ΩS(0)). This allows us to apply the implicit
function theorem on a neighbourhood of (0, 0). ¤

For ξ1 such that ‖ξ1‖L∞(0,T ;H3(ΩS(0))) ≤ ρ2, we define

ξ(t, y) = ξ1(t, y) + λ(t)η(y), ∀ t ∈ [0, T ], ∀ y ∈ ΩS(0),

where λ(t) = φ(ξ1(t)) is given by Lemma 4.1. The flow XS is now compatible with
an incompressible motion in the fluid domain.

Lemma 4.2. There exist strictly positive real numbers κ0, κ1 and κ2 ≤ ρ2 depen-
ding only on E0, ǫ and the domains Ω and ΩS(0) such that for each (a,Q, ξ) ∈ Y 1

κ ,

• the flow XS defined by (4.2), where λ(t) = φ(ξ1(t)) is given by Lemma 4.1,
can be extended by a function YS,p invertible from Ω onto Ω for each fixed
t ∈ [0, T ], moreover,

YS,p(t, 0, y) = y, for each t ∈ [0, T ], for each y ∈ ∂Ω;

• for each t ∈ [0, T ], ξ(t) belongs to Yδ;
• the distance between ΩS(t) = XS(t, 0,ΩS(0)) and the boundary of Ω satisfies

d(ΩS(t), ∂Ω) ≥ d0. (4.4)
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Proof. Let us introduce a linear extension operator P such that

P : H3(ΩS(0))3 7→ H3(Ω)3 ∩ H1
0 (Ω)3

W 1,∞(ΩS(0))3 7→ W 1,∞(Ω)3 ∩ H1
0 (Ω)3.

(4.5)

Then, thanks to this operator, we can define on Ω an extension of XS(t, 0, ·), for
each t ∈ [0, T ] by

YS,p(t, 0, ·) = Id + P(XS(t, 0, ·) − Id).

Thus, we have

‖YS,p(t, 0, ·)−Id‖L∞(0,T ;W 1,∞(Ω))3 ≤CP‖XS(t, 0, ·)−Id‖L∞(0,T ;W 1,∞(ΩS(0)))3 , (4.6)

where CP ≥ 1 is the continuity constant of P.

Let us suppose that the neighbourhood introduced in Lemma 4.1 are small
enough to have

C0ρ2 + ‖η‖W 1,∞(ΩS(0))3ρ1 ≤ e0

3CP

, (4.7)

where C0 is the continuity constant of the imbedding H3(ΩS(0)) →֒ W 1,∞(ΩS(0))
and e0 the constant given in Lemma 2.4 associated to the domain Ω. In this case,
we have

‖XS(t, 0, ·) − a(t) − Q(t)(y − g0)‖L∞(0,T ;W 1,∞(ΩS(0)))3 ≤ e0

3CP

.

Consequently,

‖XS(t, 0, y) − y‖L∞(0,T ;W 1,∞(ΩS(0)))3

≤ ‖XS(t, 0, ·) − a(t) − Q(t)(y − g0)‖L∞(0,T ;W 1,∞(ΩS(0)))3

+‖(Q(t) − Id)(y − g0)‖L∞(0,T ;W 1,∞(ΩS(0)))3 + ‖a(t) − g0‖L∞(0,T )

≤ e0

3CP

+ κ0 + sup
y∈ΩS(0)

‖y − g0‖κ1 ≤ e0

CP

,

if we choose

κ0 ≤ e0

3CP

and sup
y∈Ω

‖y − g0‖κ1 ≤ e0

3CP

. (4.8)

So, thanks to Lemma 2.4 and (4.6), we deduce that YS,p(t, 0, ·) is injective on Ω
for all t ∈ [0, T ]. Moreover, since

∀ t ∈ [0, T ], ∀ y ∈ ∂Ω, YS,p(t, 0, y) = y,

thanks to a connexity argument, we easily show that in fact, YS,p(t, 0, ·) is bijective
from Ω onto Ω.

A simple calculation shows that the two last properties (ii) and (iii) are satisfied
for κ0, κ1 and κ2 ≤ ρ2 smaller than a constant depending on ǫ, E0, ρ0

S and ΩS(0). ¤

Up to now, we consider κ0, κ1 and κ2 such that this lemma is valid. This
lemma also obviously implies that XS is bijective from ΩS(0) onto ΩS(t). This
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allows us to define the eulerian velocity uS associated to XS . Then, we extend uS

by uS,p defined on Ω by the following Stokes problem:




−∆uS,p + ∇q = 0 on ΩF (t),

div uS,p = 0 on ΩF (t),

uS,p = uS on ∂ ΩS(t),

uS,p = 0 on ∂Ω ∩ ∂ ΩF (t),

with ΩF (t) = Ω \ ΩS(t). This is possible thanks to (4.3) and the fact that, by
(4.4), ΩF (t) has the same regularity as ΩS(t) for each t ∈ [0, T ]. On the other
hand, we can extend wF on Ω by 0 and we define u by:

u(t, x) = uS,p(t, x) + [(YS,p(0, t, ·))∗wF ] (t, x), ∀ (t, x) ∈ [0, T ] × Ω,

where

[(YS,p(0, t, ·))∗wF ] (t, x)

= det∇YS,p(0, t, x)∇YS,p(t, 0, YS,p(0, t, x))wF (t, YS,p(0, t, x))

is the Piola–Kirchhoff transform. We notice that, for each t ∈ [0, T ], for each
x ∈ ΩS(t),

div u(t, x) = div [(YS,p(0, t, ·))∗wF ] (t, x) = 0.

Finally, the existence of ρF , a solution of (3.4), is due to a result of di Perna and
Lions ([12]):

Proposition 4.3. Let ρ0 ∈ L∞((0, T )×Ω) and v ∈ L2(0, T ;V (Ω)) be given where
V (Ω) is defined by (4.1). The following problem has a unique weak solution ρ ∈
L∞((0, T ) × Ω) ∩ C(0, T ;L1(Ω)):

{
∂tρ + div (ρv) = 0 on Ω,

ρ(0) = ρ0 on Ω.

This means that there exists a unique function ρ ∈ L∞((0, T )×Ω)∩C(0, T ;L1(Ω))
such that, ∀ η ∈ C1((0, T ) × Ω),

∫ T

0

∫

Ω

ρ
(
∂tη + (v.∇)η

)
dx dt = −

∫

Ω

ρ0η(0) dx.

This ends the representation of velocities. We can now easily check that we
have constructed (u, ρF , a, Q, ξ) which satisfies conditions (3.1) to (3.4). By this
way, we have represented a velocity compatible with solid and fluid motions. We
denote Θ the mapping which maps (wF , a,Q, ξ1) on (u, ρF , a, Q, ξ).

5. Finite-dimensional problem

We will use the previous representation of velocities to construct approximate solu-
tions in finite dimension. First of all, we will solve a linearized finite-dimensional
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problem and then we will obtain a solution of the non linear finite-dimensional
problem thanks to a fixed point theorem.

5.1. Finite-dimensional linearized problem

Let (ϕi)i≥1 be a basis of V (ΩF (0)) orthonormal in L2(ΩF (0))3 and (ψi)i≥0 be an
orthogonal basis of E with ψ0 = η, the lifting of the unit outward normal defined
in the previous paragraph. We suppose that (ψi)i≥1 is an orthonormal system in
H3(ΩS(0))3.

Suppose that we have
(
w̃N

F ,
(
ãN , Q̃N , ξ̃N

1

))
∈ Y 0 × Y 1

κ defined by

w̃N
F (t, ·) =

N∑

i=1

γ̃i(t)ϕi, ξ̃N
1 (t, ·) =

N∑

i=1

α̃i(t)ψi, (5.1)

with ãN∈C1(0, T )3, Q̃N ∈C1(0, T ;SO3(R)), (α̃i)1≤i≤N ∈C1(0, T )N and (γ̃i)1≤i≤N

∈ C0(0, T )N .
Then, we can construct

(
ũN , ρ̃N

F , ãN , Q̃N , ξ̃N
)

= Θ
(
w̃N

F , ãN , Q̃N , ξ̃N
1

)

as explained above. To fix the notations, we recall some steps of this construction.
On ΩS(0),

X̃N
S (t, 0, y) = ãN (t) + Q̃N (t)(y − g0) + Q̃N (t)

(
ξ̃N
1 (t, y) + α̃0(t)η(y)

)

= ãN (t) + Q̃N (t)(y − g0) + Q̃N (t)ξ̃N (t, y),

where α̃0 balances the volume variations. The lagrangian flow X̃N
S (t, 0, ·) is ex-

tended by an invertible function Ỹ N
S,p from Ω onto Ω. More precisely, X̃N

S (t, 0, ·)
satisfies

‖X̃N
S (t, 0, ·) − Id‖L∞(0,T ;W 1,∞(ΩS(0))) ≤

e0

C1
. (5.2)

The inertia tensor J̃N is defined by (1.14), where we replace Q and ξ respectively

by Q̃N and ξ̃N . At last, we define:

ŨN
E (t, y) =

N∑

i=0

α̃′
i(t)ψi(y) = ∂tξ̃

N (t, y).

By this way, we have

ũN (t, x) =
dãN

dt
(t)

(
χΩ̃N

S
(t)

)
p

+
(
ω̃N (t) ∧ (x − ãN (t))χΩ̃N

S
(t)

)
p

+
(
Q̃N (t)

( N∑

i=0

α̃′
i(t)ψi(X̃

N
S (0, t, x))

)

p
+

N∑

i=1

β̃i(t)
[(

Ỹ N
S,p(0, t, ·)

)∗
ϕi

]
(t, x).

(5.3)
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We look now for a solution
(
uN , ρN

F , aN , QN , ξN
)

satisfying the variational for-
mulation given below such that:

• On ΩS(0), uN (t, X̃N
S (t, 0, y)) = ȧN (t) + ωN (t) ∧ (Q̃N (t)(y − g0 + ξ̃N (t, y)))

+ Q̃N (t)UN
E (t, y) with UN

E (t, y) =
N∑

i=0

βi(t)ψi(y), where β0(t) is such that:

∫

∂Ω̃N
S

(t)

uN (t, x) · nx dγ(x) = 0; (5.4)

• uN (t, x) = ȧN (t)
(
χΩ̃N

S
(t)

)
p

+
(
ωN (t) ∧ (x − ãN (t))χΩ̃N

S
(t)

)
p

+
(
Q̃N (t)UN

E (t, X̃N
S (0, t, x))

)
p
+

N∑

i=1

γi(t)
[(

Ỹ N
S,p(0, t, ·)

)∗
ϕi

]
(t, x) (5.5)

on Ω̃N
F (t);

• ξN (t, ·) =
N∑

i=0

αi(t)ψi on ΩS(0); (5.6)

•
{

∂tρ
N
F + div (ρN

F uN ) = 0 on Ω,

ρF (0) = ρ0
F χΩF (0) on Ω.

(5.7)

Remark 5.1. The condition (5.4) of volume conservation is now linear. Indeed,
it is equivalent to

N∑

i=1

r̃N
i (t)βi(t) + r̃N

0 (t)β0(t) = 0, (5.8)

with ∀ 0 ≤ i ≤ N, ∀ t ∈ [0, T ],

r̃N
i (t) =

∫

∂Ω̃N
S

(t)

[
Q̃N (t)ψi(X̃

N
S (0, t, x))

]
· nx dγx. (5.9)

We recall that the unit outward normal nx on ∂Ω̃N
S (t) satisfies:

nX̃N
S

(t,0,y) =
cof ∇X̃N

S (t, 0, y)Ny

‖cof ∇X̃N
S (t, 0, y)Ny‖

, ∀ y ∈ ∂ΩS(0). (5.10)

Therefore, thanks to (5.2), we check that: r̃N
0 (t) ≥ r > 0, ∀ t ∈ [0, T ]. Thus, for

each t ∈ [0, T ], β0(t) is well defined and we can write that

UN
E (t, y) =

N∑

i=1

βi(t)ψ̃
1
i (t, y) with ψ̃1

i (t, y) = ψi(y) − r̃N
i (t)

r̃N
0 (t)

η(y).

As ψ̃1
i verifies

∫

∂Ω̃N
S

(t)

[
Q̃N (t)ψ̃1

i (t, X̃N
S (0, t, x))

]
· nx dγx = 0,
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we can extend this function by Ψ̃i defined on Ω̃N
S (t) by a Stokes problem

Ψ̃i =
(
Q̃N (t)ψ̃1

i (t, X̃N
S (0, t, ·))

)
p
.

So, uN can be rewritten as:

uN (t, x) = ȧN (t)
(
χΩ̃N

S
(t)

)
p

+
(
ωN (t) ∧ (x − ãN (t))χΩ̃N

S
(t)

)
p

+
N∑

i=1

βi(t)Ψ̃i(t, x) +
N∑

i=1

γi(t)
[(

Ỹ N
S,p(0, t, ·)

)∗
ϕi

]
(t, x).

(5.11)

Moreover, we also linearize the variational formulation around the fixed trajec-
tory. The solution

(
uN , aN , QN , ξN , UN

E

)
has to satisfy:

m

∫ T

0

äN · ḃN dt +

∫ T

0

d

dt
(J̃NωN ) · rN dt

+

∫ T

0

∫

ΩS(0)

ρ0
S(ω̃N ∧ Q̃N (y − g0 + ξ̃N )) ∧ (ωN ∧ Q̃N (y − g0 + ξ̃N )) · rN dy dt

−
∫ T

0

∫

ΩS(0)

ρ0
S(Q̃N∂tξ̃

N ∧ (ωN ∧ Q̃N (y − g0 + ξ̃N ))) · rN dy dt

+

∫ T

0

∫

ΩS(0)

ρ0
SQ̃N (y − g0 + ξ̃N ) ∧ (ω̃N ∧ Q̃N∂tξ

N ) · rN dy dt

+

∫ T

0

∫

ΩS(0)

ρ0
SQ̃N

(
ξ̃N ∧ ∂tU

N
E

)
· rN dy dt +

∫ T

0

∫

ΩS(0)

ρ0
S∂tU

N
E · V N

E dy dt

+

∫ T

0

∫

ΩS(0)

ρ0
S

(
(Q̃N )−1ω̃N ∧ ∂tξ

N
)
· V N

E dy dt

+

∫ T

0

∫

ΩS(0)

ρ0
S

(
(Q̃N )−1ωN ∧ ∂tξ̃

N
)
· V N

E dy dt

+

∫ T

0

∫

ΩS(0)

ρ0
S

(
(Q̃N )−1ω̇N ∧ ξ̃N

)
· V N

E dy dt

+

∫ T

0

∫

ΩS(0)

ρ0
S((Q̃N )−1ωN ∧ ((Q̃N )−1ω̃N ∧ (y − g0 + ξ̃N ))) · V N

E dy dt

+ ǫ

∫ T

0

(
∂tU

N
E , V N

E

)
H3(ΩS(0))

dt +

∫ T

0

∫

ΩS(0)

Σ2
E(ξN ) : εy(V N

E ) dy dt

+

∫ T

0

∫

Ω

ρ̃N
F ∂tu

N · vN dx dt +

∫ T

0

∫

Ω

ρ̃N
F ((ũN · ∇)uN ) · vN dx dt
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+ 2ν

∫ T

0

∫

Ω̃N
F

(t)

εx(uN ) : εx(vN ) dx dt +

∫ T

0

(
∂tξ

N , ηN
)
H3(ΩS(0))

dt

−
∫ T

0

(
UN

E , ηN
)
H3(ΩS(0))

dt = 0

for all

vN (t, x) = ḃN (t)
(
χΩ̃N

S
(t)

)
p

+
(
rN (t) ∧ (x − ãN (t))χΩ̃N

S
(t)

)
p

+

N∑

i=1

Bi(t)Ψ̃i(t, x) +

N∑

i=1

Ci(t)
[(

Ỹ N
S,p(0, t, ·)

)∗
ϕi

]
(t, x)

and

V N
E (t, y) =

N∑

i=1

Bi(t)ψ̃
1
i (t, y) , ηN (t, y) =

N∑

i=0

Ai(t)ψi(y)

with bN ∈ H1(0, T )3, rN ∈ L2(0, T )3, Ai, Bi and Ci ∈ L2(0, T ).
We now have a classical problem in the unknowns aN, QN , and αi, βi and γi. We

can solve this linear ordinary differential system. Indeed, the ordinary differential
system we solve is of the type

AN (t)Ẏ N (t) = MN (t)Y N (t) with AN , MN ∈ C(0, T ;M3N+7(R)) (5.12)

with Y N =
(
ȧN , ωN , α0, . . . , αN , β1, . . . , βN , γ1, . . . , γN

)t
.

As ξ̃N (t) belongs to Yδ, we can prove that the matrix AN is a symmetric
positive definite matrix. We can also notice that βi = α′

i, for each 1 ≤ i ≤ N .
Thus, we have equivalently

UN
E (t, y) = ∂tξ

N (t, y), ∀ t ∈ [0, T ], ∀ y ∈ ΩS(0).

At last, the existence and uniqueness of ρN , a solution of (5.7) results from pro-
position 4.3. We obtained a unique solution

(
uN , ρN

F , aN , QN , ξN
)

that satisfies
our linear problem in finite dimension.

5.2. Fixed point argument

Moreover, we can see that our solution satisfies the energy estimate

1

2

∫

ΩS(0)

ρ0
S(y)

∣∣∣ȧN (t)+ωN (t) ∧ Q̃N (t)(y − g0 + ξ̃N (t, y))+Q̃N (t)∂tξ
N (t, y)

∣∣∣
2

dy

+
1

2

∫

Ω

ρ̃N
F (t, x)

∣∣uN
F (t, x)

∣∣2 dx + 2ν

∫ t

0

∫

Ω̃N
F

(s)

|εx(uN
F (s, x))|2 dxds

+
1

2
ǫ
∥∥∂tξ

N (t, ·)
∥∥2

H3(ΩS(0))
+

1

2

∫

ΩS(0)

Σ2
E(ξN )(t, y) : εy(ξN )(t, y) dy ≤ EN

0 ≤ 2E0,

(5.13)
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for N large enough, where EN
0 is the initial energy in finite dimension. As ξ̃N (t)

belongs to Yδ for each t ∈ [0, T ], we deduce from this inequality that:

∣∣ȧN (t)
∣∣2 +

∣∣ωN (t)
∣∣2 +

N∑

i=0

αi(t)
2 +

N∑

i=0

α̇i(t)
2 +

N∑

i=1

γi(t)
2 ≤ M, (5.14)

where M is a constant depending on ǫ, E0, ΩS(0), ρ0
S and δ. We define the set A

by

A = C1(0, T )3 × C1(0, T ;SO3(R)) × C1(0, T )N × C(0, T )N ,

with the usual norm and the set C by:

C =
{

Z =
(
aN , QN , α1, . . . , αN , γ1, . . . , γN

)
∈ A

/∥∥Z
∥∥
A
≤ M and

‖aN − g0‖L∞(0,T ) ≤ κ0, ‖QN − Id‖L∞(0,T ) ≤ κ1, sup
0≤t≤T

N∑

i=1

αi(t)
2 ≤ κ2

2

}
.

The set C is a non empty closed convex set of A. We also define the operator K
by

K : C 7→ A
Z̃N 7→ ZN

(
ãN , Q̃N , α̃1, . . . , α̃N , γ̃1, . . . , γ̃N

)
7→

(
aN , QN , α1, . . . , αN , γ1, . . . , γN

)
,

where Z̃N and ZN are the coefficients appearing in the writing of ũN (see (5.3))
and uN (see (5.11)). We notice that K is continuous.

Then, in order to apply Schauder’s fixed point theorem on the operator K, we
need to keep small rigid displacements and small elastic deformations i.e.

‖aN − g0‖L∞(0,T ) ≤ κ0, ‖QN − Id‖L∞(0,T ) ≤ κ1, sup
0≤t≤T

N∑

i=1

αi(t)
2 ≤ κ2

2.

Thanks to (5.14), these estimates are verified until T = T0 with T0 depending on
E0, ǫ, κ0, κ1, κ2 and δ. Thus, on this interval [0, T0], K(C) ⊂ C. From now on, we
will prove the existence of a solution on [0, T0]. The last section will be devoted to
the extension of the solution to the interval [0, T ] where T is independent of κ0,
κ1 and κ2 as defined in Theorem 3.4.

Now, for the compactness of K, using Proposition 2.2 and Proposition 2.3, we
prove that, in (5.12), (AN )−1 and MN are bounded in L∞(0, T0) uniformly in

Z̃N ∈ C. Therefore, we obtain that
∥∥∥∥

dZN

dt

∥∥∥∥
L∞(0,T0)

≤ C, ∀ZN ∈ K(C).
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And so, thanks to Ascoli’s theorem, K is a compact operator and as C is bounded,
K(C) is compact.

Thus, we can apply Schauder’s theorem and we obtain the existence of a fixed
point of K. We easily verify that this fixed point satisfies

(
uN , ρN

F , aN , QN , ξN
)

= Θ(wN
F , aN , QN , ξN

1 ),

with:

wN
F (t, ·) =

N∑

i=1

γi(t)ϕi, ξN
1 (t, ·) =

N∑

i=1

αi(t)ψi.

Moreover our fixed point is a solution of the finite-dimensional approximation of
the non linear problem

∫ T0

0

∫

ΩS(0)

ρ0
S(y)∂2

t XN
S (t, 0, y)V N (t, y) dy dt

+ ǫ

∫ T0

0

(
∂2

t ξN , V N
E

)
H3(ΩS(0))

dt

+

∫ T0

0

∫

ΩS(0)

Σ2
E(ξN ) : εy(V N

E ) dy dt +

∫ T0

0

∫

Ω

ρN
F ∂tu

N · vN dx dt

+

∫ T0

0

∫

Ω

ρN
F ((uN · ∇)uN ) · vN dx dt

+ 2ν

∫ T0

0

∫

ΩN
F

(t)

εx(uN ) : εx(vN ) dx dt = 0,

(5.15)

for all V N , vN such that, for any (t, y) ∈ [0, T0] × ΩS(0),

V N (t, y) = ḃN (t) + rN (t) ∧ (QN (t)(y − g0 + ξN (t, y))) + QN (t)V N
E (t, y),

where

V N
E (t, y) =

N∑

i=1

Bi(t)ψ
1
i (t, y),

and, for any (t, x) ∈ [0, T0] × Ω,

vN (t, x) =
(
V N (t,XN

S (0, t, x))
)
p

+
N∑

i=1

Ci(t)
[(

Y N
S,p(0, t, ·)

)∗
ϕi

]
(t, x),

with bN ∈ H2(0, T )3, rN ∈ H1(0, T0)
3 and Bi, Ci ∈ H1(0, T0)

3 equal to 0 for
t = T0.

The energy estimate satisfied by our solution is: ∀ t ∈ [0, T0],
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1

2

∫

ΩS(0)

ρ0
S(y)

∣∣ȧN (t)+ωN (t) ∧ QN (t)(y−g0+ξN (t))+QN (t)∂tξ
N (t)

∣∣2 dy

+
1

2

∫

Ω

ρN
F (t, x)

∣∣uN
F (t, x)

∣∣2 dx + 2ν

∫ t

0

∫

ΩN
F

(s)

|εx(uN
F (s, x))|2 dxds

+
1

2
ǫ
∥∥∂tξ

N (t, ·)
∥∥2

H3(ΩS(0))

+
1

2

∫

ΩS(0)

Σ2
E(ξN )(t, y) : εy(ξN )(t, y) dy ≤ EN

0 ≤ 2E0.

(5.16)

From this inequality and the fact that ξN (t) belongs to Yδ, for each t ∈ [0, T ],
we deduce the following weak convergences:

Proposition 5.2. We can extract from (aN ), (ωN ), (uN ), (ξN ) and (XN ) subse-
quences (still written (aN ), (ωN ), (uN ), (ξN ) and (XN )) such that

aN ⇀ a in W 1,∞(0, T0)
3 w∗,

ωN ⇀ ω in L∞(0, T0)
3 w∗,

uN ⇀ u in L∞(0, T0;L
2(Ω))3 w ∗ and

in L2(0, T0;H
1
0 (Ω))3w,

ξN ⇀ ξ in L2(0, T0;H
1(ΩS(0)))3 w,

∂tξ
N ⇀ ∂tξ in L∞(0, T0;H

3(ΩS(0)))3 w∗,
XN

S ⇀ XS in W 1,∞(0, T0;H
3(ΩS(0)))3 w∗,

where XS is defined on ΩS(0) by

XS(t, 0, y) = a(t) + Q(t)(y − g0) + Q(t)ξ(t, y), ∀ t ∈ [0, T0], ∀ y ∈ ΩS(0).

6. Compactness results

6.1. Idea of the proof

In order to pass to the limit when N goes to infinity, we have to show further
compactness results.

The strong convergence of (ρN
F )N∈N is obtained directly by using a result of di

Perna and Lions (see [19]). This result involves the strong convergence of (ρN
F ) in

C(0, T0;L
p(Ω)) for all 1 ≤ p < +∞ to ρF ∈ L∞((0, T0) × Ω) ∩ C(0, T0;L

1(Ω)), the
unique solution (see Proposition 4.3) of

{
∂tρF + div (ρF u) = 0 on Ω,

ρF (0) = ρ0
F χΩF (0) on Ω.

Moreover, an auxiliary result proven in [19] is
√

ρN
F → √

ρF in C(0, T0;L
p(Ω)), ∀ 1 ≤ p < +∞. (6.1)
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In order to obtain a compactness result on the velocities, we will use the follo-
wing result (see [25]) which characterizes compact sets:

Lemma 6.1. Let B be a Banach space and F →֒ Lp(0, T0;B) with 1 ≤ p < ∞.
Then F is a relatively compact set of Lp(0, T0;B) if and only if

•
{∫ t2

t1

f(t) dt, f ∈ F

}
is relatively compact in B for each 0 < t1 < t2 < T0,

• ‖f(t + h) − f(t)‖Lp(0,T0−h;B) → 0 when h → 0, uniformly for f ∈ F .

We will show that

(√
ρN

F uN

)
converges strongly in L2((0, T0) × Ω) to

√
ρF u.

It is clear, using (6.1), that

(√
ρN

F uN

)
converges weakly in L2((0, T0) × Ω) to

√
ρF u. First, let us prove the following lemma which is the first step of the proof:

Lemma 6.2. ∀ 0 < t1 < t2 < T0,

lim
N→∞

∫ t2

t1

√
ρN

F (t)uN (t) dt =

∫ t2

t1

√
ρF (t)u(t) dt in L2(Ω).

Proof. We see that
∫ t2

t1

(√
ρN

F (t)uN (t) −
√

ρF (t)u(t)

)
dt

=

∫ t2

t1

√
ρF (t)

(
uN (t) − u(t)

)
dt +

∫ t2

t1

(√
ρN

F (t) −
√

ρF (t)

)
uN (t) dt.

(6.2)

Choosing a subdivision ai, 1 ≤ i ≤ P , of [t1, t2], we can write the first term of the
sum in (6.2) as

∫ t2

t1

√
ρF (t)

(
uN (t) − u(t)

)
dt

=

P∑

i=1

∫ ai+1

ai

√
ρF (ai+ 1

2
)
(
uN (t) − u(t)

)
dt

+

P∑

i=1

∫ ai+1

ai

(√
ρF (t) −

√
ρF (ai+ 1

2
)
) (

uN (t) − u(t)
)

dt,

(6.3)

where ai+ 1
2

is the middle of the interval [ai, ai+1].

Since (uN ) is bounded in L2(0, T0;H
1
0 (Ω))3 ∩ L∞(0, T0;L

2(Ω))3, (uN ) is bo-
unded in L4((0, T0);L

3(Ω))3 (see [18]) and thus in L3((0, T0) × Ω)3. Therefore,
thanks to Cauchy–Schwarz inequality and Hölder inequality, we have

∥∥∥∥∥

P∑

i=1

∫ ai+1

ai

(√
ρF (t) −

√
ρF (ai+ 1

2
)
) (

uN (t) − u(t)
)

dt

∥∥∥∥∥

2

L2(Ω)
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≤ C

∫

Ω

(
P∑

i=1

∫ ai+1

ai

∣∣∣
√

ρF (t) −
√

ρF (ai+ 1
2
)
∣∣∣
2 ∣∣uN (t) − u(t)

∣∣2 dt

)
dx

≤ C
∥∥uN − u

∥∥2

L3((0,T )×Ω)

( P∑

i=1

∫ ai+1

ai

∫

Ω

∣∣∣
√

ρF (t) −
√

ρF (ai+ 1
2
)
∣∣∣
6

dx dt
) 1

6

≤ C
( P∑

i=1

∫ ai+1

ai

∫

Ω

∣∣∣
√

ρF (t) −
√

ρF (ai+ 1
2
)
∣∣∣
6

dx dt
) 1

6

.

Moreover, for υ > 0 fixed, as
√

ρF belongs to C(0, T0;L
6(Ω)), we can find a suffi-

ciently refined subdivision (ai)1≤i≤P of [t1, t2] so that

sup
1≤i≤P, ai≤t≤ai+1

∥∥∥
√

ρF (t) −
√

ρF (ai+ 1
2
)
∥∥∥

L6(Ω)
≤ υ

C
.

Therefore
∥∥∥∥∥

P∑

i=1

∫ ai+1

ai

(√
ρF (t) −

√
ρF (ai+ 1

2
)
) (

uN (t) − u(t)
)

dt

∥∥∥∥∥

2

L2(Ω)

≤ υ.

The subdivision being fixed, we now have for the first term of the sum in (6.3)

P∑

i=1

∫ ai+1

ai

√
ρF (ai+ 1

2
)
(
uN (t) − u(t)

)
dt=

P∑

i=1

√
ρF (ai+ 1

2
)

∫ ai+1

ai

(
uN (t) − u(t)

)
dt.

As (uN ) is bounded in L2(0, T0;H
1
0 (Ω))3,

(∫ ai+1

ai

uN (t) dt

)
is bounded in H1

0 (Ω)3

and converges to

∫ ai+1

ai

u(t) dt in L2(Ω)3. So, for υ fixed, for N large enough,

∥∥∥∥
∫ t2

t1

√
ρF (t)(uN (t) − u(t)) dt

∥∥∥∥
L2(Ω)

≤ υ.

On the other hand, the second term of the sum in (6.2) satisfies:
∥∥∥∥
∫ t2

t1

(√
ρN

F (t) −
√

ρF (t)
)
uN (t) dt

∥∥∥∥
2

L2(Ω)

≤ C

∥∥∥∥
√

ρN
F (t) −

√
ρF (t)

∥∥∥∥
2

L
3
2 ((0,T )×Ω)

‖uN‖2
L3((0,T )×Ω),

and thus, according to (6.1),

(∫ t2

t1

(√
ρN

F (t) −
√

ρF (t)
)
uN (t) dt

)
converges to 0

in L2(Ω). Thus, t1 and t2 being fixed,

(∫ t2

t1

√
ρN

F (t)uN (t) dt

)
strongly converges

to

∫ t2

t1

√
ρF (t)u(t) dt in L2(Ω); this ends the proof of Lemma 6.2. ¤
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Now, in order to apply Lemma 6.1, we need to show that: ∀N ∈ N,

∫ T0−h

0

∫

Ω

∣∣∣∣
√

ρN
F (t + h)uN (t + h) −

√
ρN

F (t)uN (t)

∣∣∣∣
2

dx dt ≤ g(h), (6.4)

with lim
h7→0

g(h) = 0.

This will be a consequence of the following result:

Lemma 6.3. ∃α > 0, ∀N ∈ N,

∫ T0−h

0

∫

Ω

(ρN
F (t + h)uN (t + h) − ρN

F (t)uN (t))(uN (t + h) − uN (t)) dx dt ≤ hα.

Indeed, using the fact that (uN ) is bounded in L3((0, T0)×Ω)3 and that
√

ρN
F

converges to
√

ρF in C(0, T0;L
3(Ω)), we easily prove that Lemma 6.3 implies (6.4).

6.2. Proof of Lemma 6.3

We have to estimate:

AN =

∫ T0−h

0

∫

Ω

(∫ t+h

t

∂s(ρ
N
F uN )(s, x) ds

)
(
uN (t + h, x) − uN (t, x)

)
dx dt.

First, we introduce the test functions

wN
1 (t, s, x) = ȧN (t)

(
χΩN

S
(s)

)
p

+
(
ωN (t) ∧ (x − aN (s))χΩN

S
(s)

)
p

+

(
QN (s)

[
N∑

i=1

α′
i(t)ψi(X

N
S (0, s, x)) + β0(t, s)ψ0(X

N
S (0, s, x))

])

p

,

where β0 is defined on [0, T ]2 by

N∑

i=1

rN
i (s)α′

i(t) + rN
0 (s)β0(t, s) = 0, ∀ (t, s) ∈ [0, T ]2 (6.5)

(for the definition of rN
i for each 0 ≤ i ≤ N , we refer to (5.9) where we replace

Q̃N by QN and X̃N (0, t, ·) by XN (0, t, ·)) and

wN
2 (t, s, x) =

N∑

i=1

γi(t)
[(

Y N
S,p(0, s, ·)

)∗
ϕi

]
(s, x).

We can write AN as

AN = AN
1 + AN

2 ,
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where:

AN
i =

∫ T0−h

0

∫

Ω

(∫ t+h

t

∂s(ρ
N
F uN )(s, x) ds

)
(
wN

i (t+h, t+h, x)−wN
i (t, t, x)

)
dx dt.

For each 1 ≤ i ≤ 2, we have

AN
i = FN

i + RN
1,i − RN

2,i,

with

FN
i =

∫ T0−h

0

∫

Ω

∫ t+h

t

∂s(ρ
N
F uN )(s, x)(wN

i (t + h, s, x)−wN
i (t, s, x)) ds dx dt

RN
1,i=

∫ T0−h

0

∫

Ω

∫ t+h

t

∂s(ρ
N
F uN )(s, x)(wN

i (t + h, t+h, x)−wN
i (t + h, s, x)) ds dx dt

RN
2,i=

∫ T0−h

0

∫

Ω

∫ t+h

t

∂s(ρ
N
F uN )(s, x)(wN

i (t, t, x)−wN
i (t, s, x)) ds dx dt.

The terms FN
i will be estimated later on thanks to the variational formulation.

We will first show that the remaining terms RN
1,i and RN

2,i satisfy

RN
1,i ≤ C1,ih, RN

2,i ≤ C2,ih uniformly in N.

For all these estimates, we will need the following lemma.

Lemma 6.4. ∀N ∈ N,

∀ 1 ≤ i ≤ 2,

∫ T0−h

0

∫

Ω

∫ t+h

t

∣∣∂sw
N
i (t, s, x)

∣∣2 ds dx dt ≤ Ch, (6.6)

∫ T0−h

0

∫

Ω

∫ t+h

t

∣∣∇wN
1 (t, s, x)

∣∣3 ds dx dt ≤ Ch, (6.7)

∫ T0−h

0

(∫ t+h

t

(∫

Ω

∣∣∇wN
2 (t, s, x)

∣∣2 dx

)2

ds

) 1
2

dt ≤ C. (6.8)

Proof. The first estimate for i = 1 results directly from energy inequality (5.16)
and from Proposition 2.3.

For i = 2, as (uN ) is bounded in L2(0, T0;H
1
0 (Ω))3,

N∑

i=1

γi(t)ϕi(Y
N
S,p(0, t, ·))

is also bounded in L2(0, T0;H
1
0 (Ω))3 →֒ L2(0, T0;L

6(Ω))3 and

N∑

i=1

γi(t)∇ϕi(Y
N
S,p(0, t, ·))
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is bounded in L2((0, T0)×Ω)3. Since (Y N
S,p) is also bounded in W 1,∞(0, T0;H

3(Ω))3,
we obtain the first estimate for i = 2. The second estimate is shown using Propo-
sition 2.2. For the last estimate, we use the fact that

∑N
i=1 γi(t)ϕi is bounded in

L2((0, T0);H
1
0 (Ω)) and (Y N

S,p) is bounded in W 1,∞(0, T0;H
3(Ω))3. ¤

For RN
2,i (we use the same argument for RN

1,i), integrating by parts in the
variable s, we have

RN
2,i =

∫ T0−h

0

∫

Ω

∫ t+h

t

(ρN
F uN )(s, x)∂sw

N
i (t, s, x) ds dx dt

−
∫ T0−h

0

∫

Ω

(ρN
F uN )(t + h, x)

(∫ t+h

t

∂sw
N
i (t, s, x) ds

)
dx dt.

And thus, according to (6.6), we obtain a uniform estimate on RN
2,i

∣∣RN
2,i

∣∣ ≤ C
√

h
∥∥ρN

F uN
∥∥

L2((0,T )×Ω)

(∫ T0−h

0

∫

Ω

∫ t+h

t

∣∣∂sw
N
i (t, s, x)

∣∣2 ds dx dt

) 1
2

≤ Ch.

In order to estimate FN
i , we consider on the interval [t, t + h] the variational

formulation (5.15) satisfied by our approximate solution with the test functions
wN

i (t + h, s, x) − wN
i (t, s, x). We treat separately FN

1 and FN
2 . For the estimate

on FN
1 , we notice that

wN
1 (t + h, s, x) − wN

1 (t, s, x) =
(
V N (t, s,XN

S (0, t, x))
)
p
,

with

V N (t, s, y) =
(
ȧN (t+h)−ȧN (t)

)
+(ωN (t+h)−ωN (t)) ∧ (QN (s)(y−g0+ξN (s)))

+ QN (s)V N
E (t, s, y),

(6.9)
and

V N
E (t, s, y) =

N∑

i=1

(α′
i(t + h) − α′

i(t))ψi(y) + (β0(t + h, s) − β0(t, s)) ψ0(y).

The variational formulation gives
∫ t+h

t

∫

ΩS(0)

ρ0
S(y)∂2

sXN
S (s, 0, y)V N (t, s, y) dy ds

+ ǫ

∫ t+h

t

(
∂2

sξN , V N
E

)
H3(ΩS(0))

ds +

∫ t+h

t

∫

ΩS(0)

Σ2
E(ξN ) : εy(V N

E ) dy ds

+

∫ t+h

t

∫

Ω

∂s(ρ
N
F uN ) · (wN

1 (t + h, s, x) − wN
1 (t, s, x)) dx ds
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+

∫ t+h

t

∫

Ω

div(ρN
F (uN ⊗ uN )) · (wN

1 (t + h, s, x) − wN
1 (t, s, x)) dx ds

+2ν

∫ t+h

t

∫

ΩN
F

(s)

εx(uN ) : εx(wN
1 (t + h, s, x) − wN

1 (t, s, x)) dx ds = 0.

With the expression (6.5) of β0, it is not difficult to show that β0 is bounded in
L∞

t (0, T ;W 1,∞
s (0, T )). Thus we can write V N

E as:

V N
E (t, s, y) = (∂tξ

N (t + h, y) − ∂tξ
N (t, y)) + WN

E (t, s, y),

where WN
E is bounded in L∞

t (0, T ;W 1,∞
s (0, T ;L2(ΩS(0))))3. We can also write

V N as:

V N (t, s, y) = (∂tX
N (t + h, 0, y) − ∂tX

N (t, 0, y)) + WN (t, s, y),

where WN is bounded in L∞
t (0, T ;W 1,∞

s (0, T ;L2(ΩS(0))))3. Thus, thanks to in-
tegrations by parts in the variable s and thanks to energy estimate (5.16), the first
term of the variational formulation can be estimated by:

∣∣∣∣∣

∫ T0−h

0

∫ t+h

t

∫

ΩS(0)

ρ0
S(y)∂2

sXN
S (s, 0, y)V N (t, s, y) dy ds dt

−
∫ T0−h

0

∫

ΩS(0)

ρ0
S(y)

∣∣∂tX
N (t + h, 0, y) − ∂tX

N (t, 0, y)
∣∣2 dy dt

∣∣∣∣∣

≤ Ch‖WN‖L∞

t (0,T ;W 1,∞
s (0,T ;L2(ΩS(0))))3 ≤ Ch,

where C depends on E0, ǫ and the data. So, with the same argument as above,
∣∣∣∣∣

∫ T0−h

0

∫ t+h

t

(
∂2

sξN , V N
E

)
H3(ΩS(0))

ds dt

−
∫ T0−h

0

∥∥∂tξ
N (t + h, y) − ∂tξ

N (t, y)
∥∥2

H3(ΩS(0))
dt

∣∣∣∣∣

≤ Ch‖WN
E ‖L∞

t (0,T ;W 1,∞
s (0,T ;L2(ΩS(0))))3

It follows that

∣∣FN
1

∣∣ +

∫ T0−h

0

∫

ΩS(0)

ρ0
S(y)

∣∣∂tX
N (t + h, 0, y) − ∂tX

N (t, 0, y)
∣∣2 dy dt

+ ǫ

∫ T0−h

0

∥∥∂tξ
N (t + h, y) − ∂tξ

N (t, y)
∥∥2

H3(ΩS(0))
dt

≤ Ch +

∣∣∣∣∣

∫ T0−h

0

∫ t+h

t

∫

ΩS(0)

Σ2
E(ξN ) : εy(V N

E ) dy ds dt

∣∣∣∣∣
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+

∣∣∣∣∣

∫ T0−h

0

∫ t+h

t

∫

Ω

div (ρN
F uN⊗uN )(s, x)(wN

1 (t+h, s, x) − wN
1 (t, s, x)) dx ds dt

∣∣∣∣∣

+

∣∣∣∣∣2ν

∫ T0−h

0

∫ t+h

t

∫

ΩN
F

(s)

εx(uN (s, x)) : εx(wN
1 (t + h, s, x)−wN

1 (t, s, x)) dx ds dt

∣∣∣∣∣

≤ Ch + Ch
2
3

(∫ T0−h

0

∫

Ω

∫ t+h

t

∣∣∇wN
1 (t, s, x)

∣∣3 ds dx dt

) 1
3

,

since (ξN ) is bounded in W 1,∞(0, T ; H3(ΩS(0))), and (uN ) is bounded in
L3((0, T ) × Ω). By this way, thanks to (6.7), we have:

∣∣FN
1

∣∣ +

∫ T0−h

0

∫

ΩS(0)

ρ0
S(y)

∣∣∂tX
N (t + h, 0, y) − ∂tX

N (t, 0, y)
∣∣2 dy dt

+ ǫ

∫ T0−h

0

∥∥∂tξ
N (t + h, y) − ∂tξ

N (t, y)
∥∥2

H3(ΩS(0))
dt ≤ Ch.

Finally,

FN
2 =

∫ T0−h

0

∫ t+h

t

∫

Ω

(ρN
F uN ⊗ uN )(s, x) : ∇(wN

2 (t + h, s, x) − wN
2 (t, s, x)) dx ds dt

−2ν

∫ T0−h

0

∫ t+h

t

∫

ΩN
F

(s)

εx(uN (s, x)) : εx(wN
2 (t + h, s, x) − wN

2 (t, s, x)) dx ds dt.

As (uN ) is bounded in L2(0, T0;L
6(Ω)) and in L4(0, T0;L

3(Ω)),

∣∣FN
2

∣∣ ≤ Ch
3
4

∫ T0−h

0

(∫ t+h

t

(∫

Ω

∣∣∇wN
2 (t, s, x)

∣∣2 dx

)2

ds

) 1
2

dt ≤ Ch
3
4 ,

according to (6.8). Thus, reassembling all these inequalities, we have shown
Lemma 6.3 with α = 3

4 . We have also shown the estimate

∫ T0−h

0

∫

Ω

∣∣∣∣
√

ρN
F (t + h)uN (t + h) −

√
ρN

F (t)uN (t)

∣∣∣∣
2

dx dt,

+

∫ T0−h

0

ρ0
S(y)

∣∣∂tX
N
S (t + h, 0, y) − ∂tX

N
S (t, 0, y)

∣∣2 dx dt,

+ ǫ

∫ T0−h

0

∥∥∂tξ
N (t + h, y) − ∂tξ

N (t, y)
∥∥2

H3(ΩS(0))
dt dt ≤ g(h),

(6.10)

with

lim
h7→0

g(h) = 0.

This inequality allows us to assert the following result:
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Theorem 6.5. On the subsequences already extracted in Proposition 5.2, we have
the following strong convergences:

√
ρN

F uN → √
ρF u in L2((0, T0) × Ω),

ξN → ξ in H1(0, T0;H
s(ΩS(0))), ∀ s < 3,

ωN → ω in L2(0, T0)
3,

aN → a in H2(0, T0)
3,

XN
S → XS in H1(0, T0;H

s(ΩS(0))), ∀ s < 3.

Proof. From (6.10), we deduce that:
∫ T0−h

0

∫

ΩS(0)

∣∣ȧN (t+h)−ȧN (t)+(ωN (t + h)−ωN (t))∧(QN (t+h)(y−g0+ξN (t+h)))

+QN (t + h)(∂tξ
N (t + h, y) − ∂tξ

N (t, y))
∣∣2 dy dt ≤ Ch.

Thus, as ξN (t) belongs to Yδ, for all t ∈ [0, T0], we obtain separately the following
estimates: ∀N ∈ N,

∫ T0−h

0

∣∣ȧN (t + h) − ȧN (t)
∣∣2 dt ≤ Ch,

∫ T0−h

0

∣∣ωN (t + h) − ωN (t)
∣∣2 dt ≤ Ch,

∫ T0−h

0

∫

ΩS(0)

∣∣∂tξ
N (t + h, y) − ∂tξ

N (t, y)
∣∣2 dy dt ≤ Ch.

We conclude with Lemma 6.1. ¤

7. Conclusion

7.1. Passage to the limit

We do not give here all the details for this step. A complete explanation is given
in [5]. We pass to the continuous problem thanks to the compactness results
proven in Theorem 6.5.

In the variational formulation, we have to be careful while passing to the limit
because test functions depend on N . Thus we consider test functions of the type

vM,N (t, x) =
(
V M,N (t,XN

S (0, t, x))
)
p

+
M∑

i=1

Ci(t)
[(

Y N
S,p(0, t, ·)

)∗
ϕi

]
(t, x),

with

V M,N (t, y) = ḃM (t) + rM (t) ∧ (QN (t)(y − g0 + ξN (t, y))) + QN (t)V M,N
E (t, y)

and

V M,N
E (t, y) =

M∑

i=1

Bi(t)ψi(y) + BM,N
0 (t)ψ0(y),
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with bM ∈ H2(0, T0)
3, rM ∈ H1(0, T0)

3, Bi ∈ H1(0, T0), Ci ∈ H2(0, T0), 1 ≤
i ≤ M and with BM,N

0 such that
∫

∂ΩN
S

(t)

V M,N
E (t,XN

S (0, t, x)) · nx dγx = 0.

We first fix M and we consider N ≥ M . For the strong convergence of test
functions when N goes to +∞, we need the following lemma:

Lemma 7.1. Let wN (t) be defined on ΩN
S (t) = XN (t, 0,ΩS(0)), for each t ∈

[0, T0], for each N ∈ N. We extend, for every N ∈ N and for every t ∈ [0, T0],
wN (t) to Ω by wN

p (t) defined on ΩN
F (t) as the solution of





−∆wN
p + ∇pN = 0 on ΩN

F (t),

div wN
p = 0 on ΩN

F (t),

wN
p = wN on ∂ΩN

S (t),

wN
p = 0 on ∂Ω ∩ ∂ ΩN

F (t).

We suppose that there exist X∈H1(0, T0;H
3(ΩS(0)))3 and w∈H1(0, T0;H

3(ΩS(0)))3

such that, for all 0 < s < 3

XN → X in H1(0, T0;H
s(ΩS(0)))3,

wN (t,XN (t, 0, ·)) → w(t,X(t, 0, ·)) in H1(0, T0;H
s(ΩS(0)))3.

Then (∇wN
p ) converges to ∇wp in L2((0, T0)×Ω)3 and

(
∂tw

N
p

)
converges to ∂twp

in L2((0, T0) × Ω)3.

To show this lemma, thanks to a change of variables we write the Stokes prob-
lem solved by wN

p on ΩF (t) which is the limit set of ΩN
F (t).

After this step, we can pass to the limit in M without any difficulty. Thus,
we now have a weak solution of our problem in the sense of Definition 3.1. This
solution is defined on [0, T0].

At last, this solution satisfies energy estimate (3.6) according to Proposition 5.2,
energy estimate in finite dimension (5.16) and the fact that

lim
N→∞

EN
0 = E0.

7.2. Extension of our solution

For the moment, we have proven the existence of a solution defined on [0, T0]
with T0 depending on ǫ, E0, κ0, κ1 and κ2. We want to extend this definition
interval. At time t = T0, as T0 ≤ T with T defined by condition (3.7), we can
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now start from the new configuration reference ΩS(T0) and we look for a solution
(ρF , u). For the initial conditions, we have to bring back UE and ρS to ΩS(T0).
The representation of velocities has to be done again. To do this, it is necessary to
reconstruct a function η which balance volume variations. But the unit outward
normal n is now a function of H

3
2 (∂ΩS(0)). Indeed, it is defined by (5.10) with

t = T0 and with X instead of X̃N . Thus, we choose η ∈ H3(ΩS(T0))
3 such that

∫

ΩS(T0)

ρS(T0)η dy = 0,

∫

ΩS(T0)

ρS(T0)η ∧ (y − a(T0)) dy = 0, (7.1)

‖n − η‖C(∂ΩS(T0)) ≤
1

4
. (7.2)

For the proof of Lemma 4.1, we follow the proof of the implicit function theorem
on the function f where we replace η in the definition of f by η and ΩS(0) by
ΩS(T0). We notice that

∂f̄

∂λ
(0, 0) =

∫

∂ΩS(T0)

η̄(y) · n̄(y) dγ(y)

≥ 3

4

∫

∂ΩS(T0)

dγ(y) ≥ 3

4
a(∂ΩS(T0)) ≥

3

4
a(∂B),

where B is the ball which has the same volume as ΩS(T0). Thanks to the volume
conservation, B is independent of T0. By this way, we can prove that ρ2 defined
by Lemma 4.1 can be chosen independently of T0. As on ΩS(0), we define on
ΩS(T0) an extension operator P. The continuity constant CP depends only on the
norm of XS(T0, 0, ·) in H3(ΩS(0)). Thus, thanks to energy estimate (3.6), κ̄0, κ̄1

and κ̄2 are independent of T0. So, as the existence time depends on ǫ, E0, κ̄0, κ̄1

and κ̄2, we have an existence time depending only on ǫ, E0, the data m, ΩS(0)
and on the constants δ, d0 and γ0 appearing in (3.7). By this way, we obtain a
solution defined on [0, T ] with T defined in Theorem 3.4. This finishes the proof
of Theorem 3.4.
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1969.

[19] P. L. Lions, Mathematical Topics in Fluid Mechanics, Oxford Science Publications, 1996.
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